Chonggqing
University of

ATAI

Advanced Technique
of Artificial

Logiformer: A Two-Branch Graph Transformer Network
for Interpretable Logical Reasoning

Fangzhi Xu Jun Liu Qika Lin
School of Computer Science and Shaanxi Province Key Laboratory of School of Computer Science and
Technology, Xi’an Jiaotong University  Satellite and Terrestrial Network Tech. Technology, Xi’an Jiaotong University

Xi'an, China R&D, National Engineering lab for Xi'an, China

Leo981106@stu.xjtu.edu.cn Big Data Analytics qikalin@foxmail.com
Xi'an, China
liukeen@xjtu.edu.cn
Yudai Pan Lingling Zhang
School of Computer Science and

School of Computer Science and
Technology, Xi'an Jiaotong University Technology, Xi'an Jiaotong University
Xi’an, China

Xi'an, China
pyd418@foxmail.com

zhanglling@xjtu.edu.cn

2022. 09. 01

ChongQing

2022 SIGIR
QGSIS

Leibniz-Institut
fiir Sozialwissenschaften

L5 lpmas?‘\

p
(g)
=
()
-
-
(g=)
o,
=
e
=~
o
oo
=
-
\ =




. ATAI
Chongging Advanced Technique

University of of Artificial

1.Introduction
2.Method

3.Experiments




Chongging

ATAI
Advanced Technique

University of

|

Question

The pattern of reasening displayed above most
closely parallels which of the following?

Context
Paula will visit the dentist tomorrow morning only
[if] Bill goes golfing in the morning[.| Bill will [not]
go golfing [unless] Damien agrees to go golfing too| |
[However], Damien has decided [not] to go golfing|. |
[Therefore], Paula will [not] be visiting the dentist
tomorrow morning| . |

Options
A, If Marge goes to the bank today... Marge will

wash her car and go shopping with Lauren.

B. Kevin will wash his car tomorrow only if ...
Kevin will not wash his car tomorrow.

C. Renee will do her homework tonight if there ...
Therefore, Renee will attend the party.

D. Maddie will plan a picnic only if ... Therefore,
Maddie will plan a picnic.

Logical Units
in Context

Ul Paula will visit the dentist
tomorrow morning

Bill goes golfing in the
i morning

U3 Bill will not go golfing

Damien agrees to go

U4 golfing too

Damien has decided not
to go golfing

Paula will not be
visiting the dentist
[OMOrrow morning

Figure 1: An example of the logical reasoning task and some

detailed illustrations.
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® There still remains a challenge to model the long distance
dependency among the logical units.

® |t is demanding to uncover the logical structures of the text and
further fuse the discrete logic to the continuous text embedding.
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Figure 2: The architecture of Logiformer. The left part is an input example of the dataset. The graph construction modules
(a1,a2) split the text into logical units and build two graphs from two branches respectively. The graph transformer structures

(b1,b2) update the text features combined with the logical and syntactic relations. Finally, the decoder module (¢) is utilized to
conduct the feature fusion and predict the answers.
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(al) Graph Construction

Logical Graph

Logical Context |Option
£ p
Branch SphBy Puncs| | According to the extracted causal node pairs, we can create
& Relati ; i 4t
T directed connection from each condition node p to result node g.
@ ® : This kind of connection is reflected in the adjacent matrix Mgqs €
Question K. %K . —
The pattern of reasoning displayed ® ' R7eas”Reas of the logical graph as Mgq [p —Lg- 1]=1
above most closely parallels which of Eaiaal ” : ;
the following? Bixtraction Also, to avoid the semantic reverse brought by the negation,
Cantext v we mark the nodes with the explicit negation words (e.g., not, no).
Paula will visit the dentist tomorrow Casual Graph g . - ’ .
moming only [if] Bill goes solfing in The node k with negation semantics are expressed in the adjacent
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,—» Add & Norm .. O
Coneat we employ the RoBERTa model [19] as the encoder for the token-
MiMI&S ““““ = o level features. For the token sequence {r[ ) {‘H r[k)} with the
e length T of each node Up, the obtained tnken embeddmg is repre-
S“fg)““ . sented as {v[ ) t[j], . {k]} We take the average embedding of
VY - T tokens as the original feature for node Uy:
Scale
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Figure 3: The illustration of logical-aware graph trans- of the hidden state, and K45 is the number of nodes. PosEmbed(-)

former. The inputs are the node sequence as well as the provides a d-dimensional embedding for each node in the input
topology and the outputs are omitted. sequence.
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For each option in one example, we can get one specific final
feature. They are fed into the feed forward network to obtain the
scores, and we take the highest one as the predicted answer.
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Table 3: The tuned hyper-parameters with search scopes.

_ _ _ Name of Parameter Search Scope Best
Table 2: Detailed Splits of ReClor and LogiQA. training batchsize 1248 5
Dataset | #Train #Valid #Test #Reason Type #epoch {9.10,11,12,13} 12
R:ECIDI 4,638 500 I,DD{] 17 #hEﬂd in graph trﬂﬂSfDHnEr {4,5,6,?,&} 5
LDng.A 7.376 651 651 5 #IB}FEI n gl'ﬂph transformer {4,5,6,?,8} 5
max sequence length {128,256,512} 256
learning rate for RoBERTa {4e-6. 5e-6, 6e-6, 5e-5} 5e-6
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Table 4: Experimental results on ReClor dataset. The per-

centage signs (%) of accuracy values are omitted. The opti- Table 5: Experimental results on LogiQA dataset.

mal and sub-optimal results are marked in bold and under-

line respectively (same for the following tables). Model Valid Test

Random 25.00 25.00

Model Valid Test Test-E Test-H Human Performance [] }’] - &56.00
Random 25.00 25.00 25.00 25.00 BERT-Large [17] 3410 3103
Human Performance[37] - 63.00 57.10 67.20 RoBERTa-Large [17] 35.02. 35.33
BERT-Large [37] 53.80 4980 72.00 32.30 DAGN [12] 36.87 3932
XLNet-Large[37] 62.00 56.00 75.70 40.50 FocalReasoner [21] 41.01 40.25
RoBERTa-Large [37] 62.60 5560  75.50 40.00 Logiformer 4224 42.55
DAGN [12] 65.80 58.30 7591 44 .46
FocalReasoner [21] 66.80 5890  77.05 44 .64
LReasoner [31] 66.20 62.40 - -
Logiformer 68.40 63.50 79.09 51.25
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Table 6: Ablation Studies. The improvements on the accuracy are marked in red.

Model ReClor LogiQA
Valid A Test A Test-E Test-H | Valid A Test A
]_.DgifDImEI 68.40 - 63.50 - 79.09 51.25 42.24 = 42.55 =
a) Graph Construction
w/o syntax graph 66.40 -2.00 61.20 7750 4839 | 3856 9368 3871 |=
w/o logical graph 63.60 | -4.80 59.90 75.00  48.04 | 38.25 | -3.99 | 37.63
b) Graph Transformer |
w/o co-occurrence bias 66.80 62.80 -0.70 77.05 51.61 41.94 -0.30 4255 -
w/o causal bias 65.20 . 63.30 -020 7682 52.68 3994 -230 4147 -1.08
w/o both of attention biases 66.20 @ -2200 6160 [ -190 7523 50.89 4163  O61 3994 -2061
c) Decoder
w/o dynamic gates 67.00 -140 6190 -160 76.14 50.71 41.32 FaEn 4255 ::
w/o question-aware attention 66.60 -1.80 60.40 =310 7636 47.86 41.63 -0.61 42.09 -0.46
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Table 7: The details of ReClor Test Split on different question types. NA: Necessary Assumption, S:Strengthen, W:Weaken,
I:Implication, CMP:Conclusion/Main Point, MSS:Most Strongly Supported, ER:Explain or Resolve, P:Principle, D:Dispute,
R:Role, IF:Identify a Flaw, O:Others.

Model NA S w I CMP MSS ER " D R IF O
Logiformer 7456 64.89 55.75 456> 75.00 66.07 6190 6923 70.00 7500 5812 60.27
w/o syntax graph 70.18 59.57 55.75 45.6> 66.67 57.14 6786 5692 56,67 50.00 6239 57.53
A -438 -5.32 = = 833 893 +5.96 1231 -133% 2500 +427 -274

w/o logical graph |l58.42 61.70 51.33 4130 66.67 51.79 5952 5538 4333 5938 6325 65.75
A -6.14 -3.19 -442 -434 -833 -1428 -238 -1385 -26.67 -15.62 +5.13 +5.48
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Figure 4: The model performances on the ReClor dataset un- Figure 5: The model performances on under different num-
der different 4. bers of logical units.
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Context Answer
Dennis will either purchase his mother' s house and live in San Diepo, or else be will move 1o Miami, but Dennis will not de Prediction

either of these unless he pets married, Dennis’ s mother will ket Dennis purchase her house only if she attends his wedding.

bt ot otherwise, Therefore Dennis will purchase his mother' s house and live in San Diego only if his mother attends his A, (LGETY o
wedding
Question B. 0.1034
Which ome of the following, if assumed. allows the conclusion above to be properly drawn? C. 02138
Oprions D 0l 49

A Dennis will purchase his mother's hoase it his mother allows him to purchase the house.

*Take Opwion A ax ar example
Lagrical Brancl Svmiax Branch

Dennis ., [hega [lennis |, oady s wedding 1 Demnis wall ewher . Dicpo il o ol s
@ ® ® @ ®
. ar ekse Milrni. she  vendding . Dennis .. hoese | @ arelse | hami @ Therefre .. wedding
I
Denmis _ these ol cthenwise s ... hause i bt Deeneis . mnnreed Daemmizwill D
© v e @ @ | ®
i Diennis's menther ... wedding

. ha: ... mamrwed . Dennis ., oy T FFETENE
Areurinr Map (Lagical)
B Y KN I i M m ow
. O Wt oo w E
. ' oo [ Iy B
. Z> r T N K
\ oo oo o
: a: : ool ouow
" oo
Logical Graply Adjacent Matrix o PR
Astevsion Map (S

Figure 6: The illustration of an successful case. The interpretability of Logiformer lies in the logical units in text with explicit
relations and the visualization of the weighted attention maps.
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